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Abstract—Following a constant rise in the complexity and scale self-structured overlay maintained through the collabeea
of peer-to-peer networks, researchers have looked at biogical pehavior of ant-like mobile agents. When some new network
phenomena in order to develop self-organized, adaptive, & 415c0] s proposed, researchers are expected to cometiup wi

robust management systems. Our focus is on distributed swar - tal Its that firm their findi d sh h
intelligence mechanisms that mimic the behavior of sociahisects experimental resuls that confirm their findings and show how

to solve problems such as overlay management, routing, task these new methodologies hold up against existing apprsache
allocation, and resource discovery. A central problem in tle vali- In this regard, protocol analysis is of paramount imporésiac

dation of novel networking solutions is their empirical evduation  ensure a quick and efficient deployment of novel paradigms.
under different conditions. Whereas existing network simuation Whereas for simple algorithms an analytical proof might

platforms lack specific support for ant-inspired protocols (like . . e
transparent agent migration), dedicated frameworks for bo- P€ €nough for demonstrating their qualities, for large and

inspired systems fail to implement accurate network modelsTo complex systems like peer-to-peer overlays, only realdvor
bridge this gap, we introduce a framework with support for bio- setups provide a comprehensive evaluation testbed. Howeve

inspired techniques and realistic network underlay simuldion  performing real experiments with large-scale network<tisro
based on OverSim. To validate our work, we describe the j,,actical (at least at the early stage of development)tdue
implementation of several swarm-based protocols and we prade .. . .
some measurements of the simulation performance. time constraints or excessive deployment costs, and cannot
ensure reproducible resultg]]
l. INTRODUCTION To overcome these issues, simulators are employed to
Nowadays distributed systems are characterized by thpérform tests in a variety of scenarios that replicate typi-
large scale, complexity, heterogeneity, and dynamic eatucal network conditions. Concerningaditional peer-to-peer
In this context, conventional paradigms yield several @ssuprotocols, several simulators are availab¥ Most of these
for efficient deployment and management, and self-orgdnizeols already implement a number of existing protocols and
solutions have been investigated. Among these approachmsyide a clean API that eases protocol development and
bio-inspired ones have found their way in an growing set ofderstanding. To assess the situation concerning the- simu
network related problems?]. For example, the observationlation of bio-inspired protocols, we reviewed several stifec
of the collective behaviors of insect colonies has led to thmpers proposing distributed swarme-intelligence alfors.
development of fully distributed solutions that rely onergc- Out of the 36 considered publications, the majority (19)
tions between simple individual agents to achieve routing presents results obtained by means either unspecified or
resource discovery in large scale networks. Biologicalesps custom simulators. Several approaches to routing in ad-hoc
are typically promoted as simple, intrinsically robussilient, networks (5) employ the QualNe®][simulator. The ns-27)
adaptive, and self-organized. Although these claims might simulator is also employed in 4 of the considered projects,
valid for real biological systems and processes, coming whereas AntHill P] and PeerSim 4 account for 3 and 2
with valid bio-inspired networking solutions is not an easprojects respectively. Finally OMNET++?], GloMoSim [7],
task, as the latter operate in different conditions andalgest and Overlay Weaver?] appear to have been employed in only
to different constraints (such as communication efficieacy one of the considered projects each. A common issue found
computational complexity) than the former. Accordingly, iin custom simulators used to evaluate bio-inspired prdsoco
this paper we focus on the problem of validating peer-to-peis the lack of accurate network simulation; moreover, ssver
protocols based on the bio-inspired paradigm of sociakitsse research projects fail to provide details about the estmat
namely ant colonies. network overhead of the proposed solution. We argue that thi
Among the existing swarm protocols, notable examples afeeterogeneity prevents consistent validation and rejmicaf
AntNet [?], which solves the routing problem by replicatingoublished results, and the lack of a comprehensive support f
the ant foraging process, Self-Chord] [and Self-CAN [?] bio-inspired features in existing simulation platformsders
which reorganize resources to improve existing structuréite convergence toward a common solution.
overlays, Messor 7], which implements a fully distributed In this respect, this paper presents a novel simulation
load-balancing mechanism, SemAf},[a resource discovery framework based on OverSin?][which aims at supporting
protocols based on pheromone trails, and BlatARl, @ the implementation of bio-inspired protocols based on the



ant colony paradigm, and enables consistent evaluation amudlection of agents executing some scheduled actions. The
comparison. The remaining of this paper is organized pfatform supports hierarchical and nested models with &gen
follows: Section Il discusses related work concerning $&mu composed of swarms of other types of agents. Similarly,
tion platforms for bio-inspired networking protocols. 8en the Multi-Agent Simulation Suite?] provides a user-friendly
Il introduces our framework, while Section IV discussesnvironment for the development, simulation and analysis
some examples of implemented protocols. Finally, Section & agent-based systems. MASS includes graphical tools to
reports the results of a performance evaluation, Section ®$sist users with limited programming skills in the creatd
summarizes our conclusions on this work and provides som@mplex multi-agent systems. Finally, NetLodd provides a
insights on future work. generic programmable visual environment to experimertt wit
complex systems. An extensive library of examples ranging
from biology models to social networks is available. Due to
As highlighted by our brief survey presented in Section Its simplicity, NetLogo has been widely used to model and un-
there exist several platforms for the simulation of peer-talerstand the dynamics of complex systems. Unfortunatsly, a
peer protocols. As a complete review of all existing toolwith the two previous examples, no network-oriented fesgur
is out of the scope of this paper, in this section we focuse supported.
on simulation platforms that specifically address muléaty  To foster the use of bio-inspired techniques in distributed
and biologically inspired systems. For a detailed survey ef/stems, and support the claims of increased adaptivendss a
traditional simulation frameworks, the interested read@mn robustness, we argue that an accurate validation in redéwo
refer to [7], [?] or [?]. network conditions is essential. Comprehensive evaloatam
A first example, named AntHill{], has been developed inbe achieved through packet-level simulation, which ineslv
the framework of the Bison project to support the developeproducing transmission and delivery delays of each packe
ment, evaluation, and deployment of bio-inspired pegoder queuing effects, jitter (i.e. variations of the latencypda
applications. Anthill supports both a cycle-based sinmatat channel bandwidth. Furthermore realistic usage condition
of a protocol as well as distributed deployment using JXTAeed to be considered, by means of simulated churn and traffic
[?]. Whereas the former enables large scale simulations wishtterns: in this regard, even accurate network simulators
thousands of nodes, the latter is suitable for evaluation sometimes fail to provide implementations of common churn
real network testbeds such as PlanetL'Zb The development and failure models. Concerning the simulation of bio-insgi
of the AntHill project halted in 2002, with the developmensystems, we argue that the major problem is the lack of
focusing on the more generic PeerSif} §imulator. A well explicit support for bio-inspired features (such as mobile
known load-balancing algorithm, named Mess®r has been agents) which complicates the implementation and anabyfsis
developed using AntHill. Although AntHill does not simwat complex multi-agent systems. On the other side, our review o
the underlay network, protocol validation under real worlthe existing simulation platforms has highlighted the fiett
conditions can be achieved using the distributed testbed. current bio-inspired frameworks do not implement realisti
Similar to Anthill, Solenopsis q] is a distributed mid- network underlays. Our research is thus concerned with the
dleware that focuses on swarm-intelligence based praocaevelopment of a novel simulation platform to bridge the gap
The platform provides a domain specific language to describetween accurate network simulation and bio-inspiredesyst
ant-agent’s behavior and to control the execution on eaehaluation. In particular, we focus on bio-inspired peer-t
node. The framework can operate both in simulation amqeber protocols based on the ant colony paradigm, as it has
in deployment mode, with the only difference being theroven to be one of the most influential ones. The proposed
number of virtual nodes managed by each host. Solenopsidution is based on an existing simulation platform, chlle
employs an event-based simulator, and can reproduce simPhkgerSim. OverSim already provides a rich set of features to
communication latency by means of delayed message deliveacilitate accurate evaluation of peer-to-peer protqeish as
however, accurate underlay simulation is not supported. ¢hurn models, realistic underlays and packet-level sitiaria
contrast to the aforementioned platforms, the distribuédl In contrast to other simulators, such as ns-2, OverSim has
dleware presented ir?] provides a general-purpose executiothe advantage of being strictly focused on P2P protocols,
environment for self-organized agent systems that tamgetls and thus provides a more comprehensive support for common
distributed systems rather than simulations. This framkwofeatures found in these types of distributed systems. Eurth
also has a narrower focus on resource provisioning: eatlore it comes with a graphical interface that shows the flow
agent can specify its requirements in terms of computatioraf message and eases protocol debugging. Finally, OverSim
resources, and the systems provides him with a list of deitalalready implements a number of well-known P2P protocols,
nodes where the agents can migrate to. and thanks to its modular architecture it can be easily elddn
Other simulation platforms concentrate on the global dye support bio-inspired ones.
namics of multi agent systems, and are meant as a tools for
studying general complex systems. For example, The Swarm
Simulation System ] focuses on the evaluation of coordi- The development of our framework has been driven by
nation mechanisms within swarms: each swarm representse@eral requirements that have been deemed essential for a

Il. RELATED WORK

Ill. FRAMEWORK OVERVIEW



comprehensive validation of networking protocols. We arguation of such bio-inspired systems. To support this fegtur
that the cornerstone of simulation is the ability to accelsat the proposed framework provides a domain specific language
reproduce the environment being simulated. In this respe@@®SL) to describe the behavior of each agent and enablegstron
the simulation platform must support event based packet lewransparent migration, namely transferring the agentimant
simulation. Moreover, to ease the comparison with existirgjate to another node and resume its execution. The behavior
solutions, we deemed important to have many common protuf- ant-inspired agents can be easily described, compiled to
cols already implemented. The final requirement is flexipili C++, and subsequently integrated within an OverSim module
and modularity, in order to support a broad range of bidas depicted Figure 1).

inspired applications and ease the integration of new featu

Instead of developing a new platform from scratch, we optec MyModule.cc

to extend an existing and popular one, namely OverSin [ MyModule.h | OverSim/ f
. . . . t-agent Agent C++ OMNET++|

as |t_fulf|IIs many of our requirements and prowdgs a modular’jy-agent ompiler] > OMNET++ —={c o o Simulat;);

architecture that facilitates both the implementation a$l as OverSim

the evaluation of peer-to-peer overlay protocols. Support Library

A. OMNET++ and OverSm Fig. 1. Toolchain overview

The core of the framework is based on OMNET+4, [
a discrete time event based simulator. OMNET++ allows for The compiler generates three header files which provide
the simulation of message exchange between user definegthods executing the agent’'s behavior and the necessary
modules. Its flexible architecture is suitable for simulgti prototypes that need to be included in the C++ module
network communication, and using of a graphical interfaee tclass definition. Because agents’ behavior is compiled énto
user can follow the flow of messages and display the topologgtive C++ OverSim/OMNET++ module, the complete toolkit
of the system. Basic modules, which are implemented usiisgonly required if the behavior of the agents is modified.
C++, can define their response behavior that is executed ugogure 1 depicts the toolchain and the steps required for
reception of a message. Compound modules, which may gragmpiling the agents’ behavior into an executable simaoitati
several basic modules can be easily created using a simple generated C++ is not meant to be human-readable, as it
definition language called NED and a graphical interfaceontains instructions for a stack machine: a stack objeleiofw
OMNET++ is a very popular tools in the field of commu+epresents the runtime state during execution of an agant) ¢
nication networks, and several extensions have been dredte serialized, transmitted, and deserialized during rtigra
to support simulation of diverse types of networks, such d$ie data serialization format is platform independent and
mobile and ad-hoc ones. On top of OMNET++, the OverSiinspired by Bencode, the encoding used by BitTorrefjt [
framework introduces higher-level abstraction to faatétthe this enables the implementation of runtime libraries algsi
development of peer-to-peer protocols, such as RPC sypp&verSim and in a programming language different from C++,
key-based routing, and churn models. OverSim is build updm order to simplify deployment of applications using bio-
a three layers architecture, comprising an underlay (withspired protocols from a common DSL. A library provided
packet-level simulation), an overlay, and an applicatiewel. with the framework includes several functions for the manip
OverSim has been employed within several research projegtgtion of the stack as well as of the available value types. |
and includes implementations of widely known P2P protacolthis regard, the supported types are: numbers (integeiglesi
o ) precision floating point, long integers, and double precisi
B. Framework for bio-inspired algorithms floating point), strings, lists (implemented as dynamiaygs),

By reviewing the most representative publications in th@aps (hash-tables with string keys), and lambdas (to imple-
field of bio-inspired network protocols, we identified thement closures). To support automatic memory management
main requirements to conveniently support the developmegsich type is wrapped by a shared poinsngr ed_ptr, as
and evaluation of such algorithms, namely transparent ndiefined by C++ Oxx TR1): wrapping and unwrapping methods
gration and API for pheromone management. Accordinglgre provided to simplify the conversion between OverSim
our framework implements such specific features to ease tired agent’s types. OverSim modules can define methods that
development of ant-inspired protocols, while retaining thcan be invoked by agents, conversely C++ code can start the
aforementioned benefits of OMNET++ and OverSim platfornexecution of agents.

a) Strong, transparent migration: An important aspect of  Using natural language, the behavior of an agent is usually
algorithms and protocols built upon the social insect pigrad very concise and simple to describe, for examflae agent
is agent mobility. Whereas traditional protocols are defing migrates across the overlay at randomfor 5 hops. Each visited
the logic that resides on each node and by the informationde is stored in a vector carried by the agent: after 5 hops
exchanged between peers, swarm intelligence solutions #we agent migrates back to each of the previoudly visited
defined by the interaction between mobile agents and nodesles. In a traditional network simulator, like OverSim, the
mainly act as datawarehouses. Accordingly, a mobile agent aesulting implementation (Figure 2) could be however diftic
straction has been deemed essential to facilitate the mgie to understand, because both the information carried by the



ant as well as its execution state needs to be encapsulated b) Pheromone: Protocols based on the ant colony opti-

into a network packet. Furthermore, due to the lack of stromgization (ACO) paradigm usually depend on indirect com-
migration, we need to differentiate between 2 executiotesta munication between individual agents, namely stigmergy.
namely aforward state (where the ant collects the identifiers ofhis communication pattern is usually achieved by means
the visited nodes) andl@ckward one (where the nodes are re-of pheromone trails that mimic chemical trails left in the

visited in reverse order). It is clear that, if the agent’addor environment by real ants. Ants may deposit pheromone on
becomes more complicated, the complexity of parsing @npath (node connection), to mark the direction toward a
incoming message would rapidly grow and further hinddéood source (resource provider). The concentration of each

comprehension of the algorithm. path can be sensed by other agents, and indicates its de-
voi d Protocol : : handl ePr ot ocol Message swablllt_y. Chemical pheromon_e evaporates, put t_ra|ls ban
(Prot ocol Message* nsQ) maintained by continuouslyeinforcement, which involves
( . . s
sw tch(msg->get State()) { deposmng new phero_mone..To simulate artificial pheromone
case FORWARD: trails, our framework library includes a pheromone clast th
it (r'::g:ggi g‘fgf(ez " 0 { implements various reinforcement and evaporation models
} else { ' (linear, exponential, temporal); custom models can also be
nmeg- >set Vi si t edArraySi ze( i i i
20 S0ot Vi S1 t edAr T aySi ze() +1) used. P_eers are responsible for managing pherqmone pbjects
NodeHandl e nh = get Thi sNode() ; each object can keep track of multiple trails associated thig
meg- >set Vi si t ed( i i i
oG- 500t Vi Si t edAr T aySi ze() -1, nh): address of nodes in the Qverlay_. Figure 4 shows_ the creation
msg- >set Hops(msg- >get Hops() - 1); of a new pheromone object using an exponential semantic,
sendibssageToUDR(+ get Randontiel ghbor (), m59); with decay factor equal to 0.1 and reinforcement factor equa
' to 1.5. More specifically, for a concentratien its new value
case BACKWARD: VY ! /
[T (1Bg- >get Vi si tedArraySize() > 0) { T _WlII be 77 7 x 0.1, and7’ < 7 x 1.5, after decay and
Transport Address target = reinforcement respectively.
nmeg- >get Vi si t ed(
meg- >get Vi si tedArraySi ze()-1); Pher onbneSemant i c *exp =
msg- >set Vi si tedArraySi ze( new Exponent i al Pher ononeSenanti c(0. 1, 1. 5);
meg- >get Vi si t edArraySi ze()-1); PherononeTrai|l *t = new PheronmoneTrail (exp)
sendMessageToUDP(t arget, nsg);
} else { . .
del ete nsg; Fig. 4. Pheromone instance
}
dof oy S2K As shown in Figure 5, an agent can sense the actual
del ete msg; concentration of the trail associated with the path toward
) break; someNeighbor by invoking theget function of a pheromone
} object, and deposit new pheromone according to the reieforc

) o ) ment model using theei nf or ce function.
Fig. 2. Example protocol (OverSim implementation)

) ) ) (va_r concentrati on (get soneNei ghbor))
On the contrary, as shown in Figure 3, the proposed domain{rei nforce someNei ghbor)

specific language enables a high-level seamless implementa
tion of the agent. The framework takes care of transferring
the whole execution state between nodes whemthgr at e

function is invoked. Support for strong transparent migrat

is convenient for designers during the prototyping stagéha The semantic of pheronome evaporation depends on the se-
agent protocol (namely the information carried by the argym lected decay model

be subject to frequent changes. An additional benefit ofgusin ¢) Measurements: OverSim is mainly concerned with

a custom language is a better separation of concerns bet""gt‘?ﬂctured overlays; as such it lacks proper support for un-

peers and agenis: whereas ant-like agents define the Iosqmctured topologies. To overcome this issue and fatslita

of the distributed algorithm, peers can solely act as s®rag . ation of bio-inspired overlay management protocd t

Fig. 5. Pheromone sensing and reinforcement

Peers are responsible for simulating the evaporation of
pheromone trails by periodically calling ttlecay method.

containers. deal with unstructured networks, methods to measure tgpolo
(var visitedNodes []) cal properties such as diameter, graph cycles and girthagee
(var remai ni ngHops 5) . . . . .
(while (> remainingHops 0) (begin path length, and clustering coefficient have been included i
(push visitedNodes (get Thi sNode)) the framework.

(set! remaini ngHops (- remai ni ngHops 1))

(m grate (getRandomNei ghbor)))) V. CASE STUDIES

(while (not (enpty? visitedNodes)) (begin Our framework inherits the modular design of OverSim,
(migrate (pop visitedNodes)))) :
and enables the development of different types of peeetr-p
Fig. 3. Example protocol (DSL implementation) protocols. As shown in Figure 6, three protocol architezsur

are currently considered: stand-alone overlay, hybridlaye



and application. In this section we provide examples f@agent moves resource identifiers as to maximize the sityilari

each protocol architecture to illustrate the benefits of oamong identifiers stored on the same node and achieve a global

framework. ordering on the ring. Self-Chord thus implements a différen
storage and lookup mechanism than Chord, and strives to

tand-al Ia Hybrid Overla Application Protocol . .
5 one Qverlay yore vy ppreaTon oo improve balancing over the overlay and the overall robisstne

Application Application Ant-based Protocol of the system
Ant-based Overlay ||"peom! | A0t Overlay 1) Overlay Management: Overlay management is achieved
Underlay Underlay Underlay using the Chord protocol. Chord employs a ring structured
topology; each node is assigned a unique identifier randomly
Fig. 6. Overview of supported protocol architectures chosen from a 160 bit key space. The protocol maintains

a global ordering of the nodes on the ring following their
Due to space constraints we only provide a detailed digentifier. Each node has a successor and predecessor on
cussion of the hybrid protocol, namely Self-Chofd, [as it the ring, and maintains a finger table with the addresses of
represents an example that clearly leverages the library @fditional nodes to quickly forward messages across many

protocols implemented by OverSim. hops. .
2) Resource Management: Whereas the traditional Chord
A. Stand-alone Overlay Protocols protocol maps resources to unique identifiers in the same key

Concerning the development of bio-inspired overlay pr&Pace as nodes, with Self-Chord such link is not requiredhEa
tocols we implemented the BIatAnt?][ algorithm. Beside node computes aaverage value of its resource identifiers and
maintaining logical links to connect peers together, this-p that of neighboring peers. This average, called centroiési
tocols continuously optimizes the topology in order to baurPY @gents as a reference for clustering resource identifiexs
the diameter of the overlay and to reduce redundant patR8lf-organized way: in a stable overlay, centroids are redie
Pheromone trails, as supported by our framework, are efong the ring.
ployed to guide agents across the overlay and to deteatdaili 3) Bio-inspired agents: Bio inspired agents are periodically
peers. The operation of this algorithm can be easily evatlastarted on each node and wander across the ring. On each
in dynamic conditions thanks to the different churn gereesat visited peer, the agent looks for the resource identifierctvhi
available in OverSim, and its robustness can be comparedgs the least similarity with the current centroid. The agen
other overlay protocols. By means of the measurement clasBiks such identifiers with a probability proportional toeth
the properties of the topology, such as its diameter anu'girgistance between it and the centroid. Subsequently, tiee-dir

can be easily determined. tion of the agent on the ring is determined: if the identifier
o is greater than the centroid, the agent continues by migyati
B. Application Protocols toward the successor on the ring, otherwise the agent goes

The last scope concerns applications running on top of nthe predecessor. This behavior results in an orderingeof t
overlay. In this regard, we developed a novel task load bgentroids on the ring, which is essential for the look-upcpss
ancing algorithm that employs ant-like mobile agents mgvirfo work.
across a Chord?] overlay. In contrast to previous examples, Figure 7 lists an excerpt from the actual implementation
agents are managed independently from the overlay protodesing the agent programming language. The body of the agent
but can exploit overlay links to discover neighboring nadesis a whi | e loop that is repeated as long as the maximum

] number of steps (hops in the overlay) is not reached and the
C. Hybrid Overlay Protocols agent is not carrying any resource. TdePi ck anddoDr op

A major benefit of our simulation platform is its tightfunctions are used to implement the aforementioned behavio
integration with OverSim which facilitates the extensioh oTheshoul dDr op function (not detailed in the example code)
existing traditional protocols by means of ant-based swarns used to determine if the carried object is to be dropped on
intelligence. It is our opinion that novel approaches need nthe current node, according to a probability proportionahte
to replace existing solutions, but can be used to improveesosimilarity between the resource and the local centroid.-Con
aspects. Self-Chord?] represents a self-organized version ofersely, theshoul dPi ck function determines if a resource is
the popular Chord protocol. Chord implements a distributed be picked up by the agent. Agents can migrate in two ways:
hash-table where information can be stored on a peer-timearly and logarithmically. In linear mode agents folldie
peer overlay structured as a ring. Nodes and resources predecessor and successor links on the ring in order to Beach
assigned with unique identifiers, and each node is resplensifuitable node for dropping. Conversely, in logarithmic mod
for storing an interval of the resources key space. There ighee addresses stored in the finger table are employed tolguick
strong link between nodes identifiers and resource idergjfiereach distant peers. The logarithmic mode helps speeding up
hence a key look-up operation resolves to a routing of thlee convergence of the system toward a stable ordering of the
query toward the corresponding node. With Self-Chord thissource keys on the ring; on the other hand, linear mode is
tight link is not present: resources are arranged in a seléss susceptible to instabilities and is more suitableyetesns
organized way on the ring by means of ant-like agents. Eatttat are almost ordered. Nodes start by creating agents in



(define (doPick) (synchronized

(var ¢ (getCentroid))
(foreach r in (getResources) (begin
(if (and
(shoul dPi ckA c r direction)
(shoul dPickB c r)) (begin
(set! resource (pick (key r)))

r
(break)))))))

(define (doDrop) (synchronized
(if (shoul dDrop (getCentroid) resource) (begin

(drop resource)
(set! resource nil)

(end)))))

(while 1 (begin

(if resource (doDrop) el se (doPick))
(if (= step 0)
(if (not resource)(end))
el se
(set! step (- step 1)))
(if (and | ogarithm cHoppi ng resource) (begin
(mgrate (getNextHop (key resource))))
el se (begin
(if (= direction LEFT)
(mgrate (getPredecessor))
el se
(mgrate (getSuccessor)))))))

of memory.

In OverSim we employ an underlay model based on Internet
latency measurements, with an average latency betwees peer
of about 100ms. Conversely, with PeerSim a simplistic under
lay model with random latency between 50ms and 150ms is
considered. In contrast to OverSim, PeerSim neither models
gueueing nor bandwidth effects. Figure 8 illustrates thalto
simulation time for simulating a peer-to-peer network with
different sizes (100, 1000, and 10000 nodbm-inspired
framework referring to the platform presented in this paper).
PeerSim benefits from its simple underlay model, and is the
fastest among the three simulators, running 7 to 12 fasser th
OverSim. Compared to the latter, the additional abstractio
layer introduced by our bio-inspired framework to achieve
transparent migration further reduces the performancepby a
proximately a factor of 2.8 in the test setup; still our framoek
enables faster than realtime simulations, with a speecetpif
of 4 in the 10000 node experiment. The slowdown in both
OverSim and our framework can be attributed to the additiona

time spent for memory allocations as the network size is

Fig. 7. Excerpt from the Self-Chord agent increased.
10000 §
logarithmic mode; when a node detects that the network i ¥ Bio-inspired W ¢
. . . . ramewor] =
stable enough, the following agents are instanced withatine O OverSim =
mode 1000 | M peerSim

4) Look-up process: The look-up process of Self-Chord is
very different from the original Chord protocol. Whereas in
the latter a routing toward the peer whose identifier matche
that of the queried resource is enough to determine a path
the overlay, the self-organized nature of Self-Chord nexgui
a different approach. First, the direction of the queryhit
forward or backward in the ring) is determined by comparinc N
the query with the centroid on the current node. Subseqyent| 100 1000 10000
by determining the difference between consecutive ceagrioi Number of nodes
the neighborhood of the peer, the node computes the number
of steps that are necessary to reach the target peer and the
node either uses the successor and predecessor links or the

100

Simulation time (seconds)

10+

Fig. 8. Example Protocol - Simulation Time

finger table.
1000 ~
V. BENCHMARKING 2007 ?rl:;:vﬂrr;d g 2
|| & OverSim

In the previous section we reported on the different types ¢ g jzz B PeerSim \
protocols supported by our framework. In order to evalulage t z ol \
simulation performance and the scalability of the framdwor z s00 \
we consider here the basic multi-agent protocol presemted 2 ol \
Figure 3 of Section Ill. We execute the protocol on simple - oo \
overlay network, and compare the total simulation time an: £ wol o o S \
memory requirements with that of OverSim and of Peer@m|[ = ool § \ \
(a Java based peer-to-peer simulator). Each node perilgdica N &\
(every 2 seconds) deploys an agent and sends it to a rand: - 100 1000 10000
node with a probability of 10%. Each simulation run représen Number of nodes
6 hours of network activity, and for simplicity we considére
a random overlay where each node knows some other nodes Fig. 9. Example Protocol - Memory Usage

present in the network. Experiments are performed on a
machine running Ubuntu Linux 8.04 (64 bit) equipped with Concerning memory (Figure 9), PeerSim shows the low-
an Intel Core 2 Duo L7500 processor at 1.6 GHz and 2 G&t consumption because of its simplified simulation model.



Whereas PeerSim messagansmission only involves passing as transmission delays and churn, and integrates with the
a reference to an object between nodes, in OverSim full m&verSim/OMNET++ platform. Because of this highly modular
sage serialization and packet encapsulation (and henee datderlying platform that already implements several prots,
duplication) is required to achieve accurate simulatiorthef researchers can easily compare novel approaches witinexist
underlying network. Our bio-inspired framework performms oones. Amongst the benefits of our platform over existing
par with OverSim. The huge difference between simulatiosslutions is the availability of a high-level programming
with 100 and 1000 nodes, and 10000 nodes can be explaiteatjuage which enables seamless implementation of agent-
by the fact that at small scales the memory occupied tmased protocols, as well an APl for pheromone management
nodes is relatively small compared to the rest of simulatiand topology measurements. Our current research focuses
environment, and thus fits within the default allocationtoé t on the evaluation of several overlay and application-level
framework (about 150 MBytes). These benchmarks shows tipabtocols and their comparison with traditional approadhat

both the bio-inspired features and the accurate underlalemoare already implemented by OverSim. Future work includes
of our framework introduce a sensible overhead, nonethel@ptimization of the runtime performance, validation of sma
large simulations in realtime are still feasible. We shaitéss based underlay routing and experiments with mobile and
that this overhead is outweighed by the benefits introducad-hoc networks. Furthermore, other bio-inspired tealesq

by strong transparent migration support and a high-lev&lch as epidemic protocols and genetic algorithms will be
agent description language which simplify the prototypinigvestigated. More generally, our goal is to investigate th
and readability of ant-inspired protocols. In this regatte implementation of different bio-inspired patterns, sushtlze
additional features provided by our framework alongsidéhwiones presented in?]. Our framework is actively developed
OverSim (like a graphical user interface, detailed siaist and released under an open source license; the source code is
and modeling of queueing effects) greatly facilitate rapidvailable at http://www.syscall.org/doku.php/overswar

development and evaluation.
VIl. ACKNOWLEDGMENTS

VI. CONCLUSION This research has been carried out thanks to the financial
In this paper we presented a novel framework for theupport of the Swiss National Science Foundation, fellogvsh
development and evaluation of swarm-based peer-to-peer gxr. 134285.
tocols. In contrast to existing solutions our approachvadlo
for accurate simulation of different network aspects, such



